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Example: Segmentation
• Local model
• ex.: Models of pixel values for each kind of tissue

• Prior model / regularization
• Assume smoothness

• Express the tradeoff by an energy 
• Faithful to the data and model and smooth

smooth
Faithful to 
data

X
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• Find the that minimizes the energy

௩ ௩
௩∈௏

௨ ௩
ሺ௨,௩ሻ∈ா

All pixels Neighboring 
pairs of pixels

ܺ௩ ൌ 0	or 1 for each pixel ݒ

Example: Segmentation
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Neighboring 
pairs of pixels

• Find the that minimizes the energy

௩ ௩
௩∈௏

௨ ௩
ሺ௨,௩ሻ∈ா

All pixels

ܺ௩ ൌ 0	or 1 for each pixel ݒ

Example: Segmentation

Data term
Based on the data 
and the image 
formation model

Neighborin
g pairs of 
pixels c



c


݃௩ ݈ ൌ െ log ߠ ,௩ܫ ݈ , ݈ ൌ 0,1

Data

smooth
Faithful to 
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• Find the that minimizes the energy

௩ ௩
௩∈௏

௨ ௩
ሺ௨,௩ሻ∈ா

All pixels Neighboring 
pairs of pixels

ܺ௩ ൌ 0	or 1 for each pixel ݒ

Example: Segmentation

0 if neghiboring
labels coincide
ߢ ൐ 0 if they differ

smooth
Faithful to 
data

X
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• Consider the energy of the form

௩ ௩
௩∈௏

௨௩ ௨ ௩
ሺ௨,௩ሻ∈ா

where is the set of locations (sites)
is the set of neighboring pairs of sites
assigns a label to each site in 

• 1st order Markov Random Field (MRF)

• Problem: Find the that minimizes 

Data term Smoothing term

Energy Minimization
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• 1:1 correspondence between and cuts

Energy minimization by 
minimum cuts (binary case)

s

t
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• 1:1 correspondence between and cuts

Energy minimization by 
minimum cuts (binary case)
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• 1:1 correspondence between and cuts

• Energy = Cut cost
• Mincut → Global Energy minimization

Energy minimization by 
minimum cuts (binary case)

s

t

s

t

0 1 1 0 1 1 1 0 0 1 1 1 1 1 0 0 0 0 0 1 0 0

Submodularity
௨௩ ௨௩ ௨௩ ௨௩

Kolmogorov & Zabih IEEE TPAMI2004
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ܧ ܺ ൌ ෍݃௩ሺܺ௩ሻ
௩∈௏

൅ ෍ ݄௨௩ሺܺ௨, ܺ௩ሻ
ሺ௨,௩ሻ∈ா

• If the has linear order ଴ ଵ ௞
• Globally minimizeable

௨௩ ௜ ௝ is a convex function of 

Energy minimization by 
minimum cuts ( labels)

Ishikawa IEEE TPAMI 2003
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Move-making algorithms
• Iterative approximation algorithms
• In each iteration, finds the globally

optimal move using binary graph cuts

labels, approximation
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Move-making algorithms
• Iterative approximation algorithms
• In each iteration, finds the globally

optimal move using binary graph cuts
Move
• swap
• Allows label changes , only

• -expansion
• Allows changing to only

labels, approximation

Boykov, Veksler & Zabih IEEE TPAMI2001
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Initial
-expansion

-expansion

-expansion

-expansion

-expansion

-expansion

-expansion

In each iteration, the area expands

Choose the move that minimizes best：binary optimization

Courtesy Yuri Boykov

-expansion
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Good (Low Energy) Bad (High Energy)

12 Bad 12 Bad

40 Good 40 Good

First-order energy
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Better (Lower Energy) Worse (Higher Energy)

A B C D

Higher-order energy
Good (Low Energy) Bad (High Energy)
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Better (Lower Energy) Worse (Higher Energy)

Higher-order energy

1C:

A B C D

A:

D:

B:
C:

A:

D:

B:
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• Transform arbitrary higher-order binary energy

into an equivalent first-order energy

• Adds variables





CC

CCn XfXXEXE )(),,()( 1 

  ),()()            ,,(~)~(~
1 vuuvvvn XXhXgXXEXE  mX,,

Ishikawa CVPR2009, PAMI2011; Gallagher et al. CVPR2011
Fix et al. ICCV2011; Kahl & Strandmark ICCV2011

Higher-order energy
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• Transform arbitrary higher-order binary energy

into an equivalent first-order energy

• Adds variables

• More than 2 labels Fusion moves





CC

CCn XfXXEXE )(),,()( 1 

  ),()()            ,,(~)~(~
1 vuuvvvn XXhXgXXEXE  mX,,

Ishikawa CVPR2009, PAMI2011; Gallagher et al. CVPR2011
Fix et al. ICCV2011; Kahl & Strandmark ICCV2011

Higher-order energy
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Assume labels

Labeling Y assigns a label Yv to each v

Fusion Move
Iteratively update Y :

1. Generate a proposed labeling P
2. Merge Y and P

The merge defines a binary problem:
“For each v, change Yv to Pv or not”

Lempitsky et al. ICCV2007

},,{ 1 NllL 

Multiple labels: Fusion Move
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Fusion Move
Iteratively update Y :

1. Generate a proposed labeling P
2. Merge Y and P

The merge defines a binary problem:
“For each v, change Yv to Pv or not”

1
0

0
1

1
0

0
0

1
0

1
1

0
1

0
0

Y P X

Multiple labels: Fusion Move
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Fusion Move
Iteratively update Y :

1. Generate a proposed labeling P
2. Merge Y and P

The merge defines a binary problem:
“For each v, change Yv to Pv or not”
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Multiple labels: Fusion Move
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Roof duality

Minimizes submodular E globally

For non-submodular E, assigns each pixel

0, 1, or unlabeled

With fusion move, by keeping unlabeled 
pixels unchanged, E doesn’t increase

Hammer et al. 1984, Boros et al. 1991, 2006

Fusion Move with Roof Dual
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Roof duality

Minimizes submodular E globally

For non-submodular E, assigns each pixel

0, 1, or unlabeled

With fusion move, by keeping unlabeled 
pixels unchanged, E doesn’t increase

Hammer et al. 1984, Boros et al. 1991, 2006

Fusion Move with Roof Dual
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FoE (Fields of Experts) Roth & Black CVPR2005
A higher-order prior for natural images
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Example: Denoising by FoE
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Original Noise-added 1st order3rd order

Example: Denoising by FoE
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• -expansion works well with the Potts energy 
because the proposal (constant) is in the null 
space of the prior

• With higher-order energy, selection of the 
proposal is more subtle
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• Move the current labeling by the gradient of 
to generate the proposal 

　　　 ௩ ௩
௩

“Higher-order Gradient Descent”
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• Not quite gradient descent
• The gradient of even a part of the energy (e.g. 

only the higher-order, prior part) can be used

• The descent step (ߟ) can safely be made quite 
large

• These can safely be done because the actual 
move is guarded against increasing the energy 
by graph cut

“Higher-order Gradient Descent”
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“Higher-order Gradient Descent”
Second-order stereo (Woodford et al. CVPR2008)
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• Labeling problem

• Graph Cut
• Binary

• Multiple label 

• Higher-order energy

• Fusion move

• Higher-order Gradient descent

Summary


